I mentioned in a previous column [22] that the best known lower bound for the two-dimensional online bin packing problem is 1.907 by Blitz, van Vliet, Woeginger [2], which is an unpublished (and now lost [24]) manuscript. I have realized since then that even the penultimate result, 1.856, was published only in André van Vliet’s Ph.D. thesis [23] and is not readily available. It therefore seems like a good idea to describe his methods here, though not in full detail. This will include a discussion of the three-dimensional case. I will also survey other results in multidimensional packing, that were left out in my previous column.

I would like to invite more contributions to this column, be it surveys, conference reports, or technical articles related to online algorithms and competitive analysis. If you are considering becoming a guest writer, don’t hesitate to mail me at rvs4@le.ac.uk.
1 Two-dimensional online bin packing

Recall that two-dimensional bin packing is the problem of packing rectangular items into square bins of size 1 without overlap. The goal is to minimize the total number of bins used and we typically consider the asymptotic performance ratio, meaning that we are only interested in large inputs. (Put another way, we allow an additive constant to the competitive ratio.)

A main problem in deriving lower bounds for more than one dimension is that it becomes nontrivial to determine which sets of items can or cannot be packed into a bin. To show that a set of items can be packed, it suffices to give a packing for it (which might not be easy to find, however). On the other hand, there is no known efficient way of showing that a particular set of items cannot be packed into a bin.

Recall that the best known lower bound for one-dimensional bin packing at the time André wrote his PhD thesis uses the following item sizes.

$$\frac{1}{2} + \varepsilon, \frac{1}{3} + \varepsilon, \frac{1}{7} + \varepsilon, \frac{1}{43} + \varepsilon, \frac{1}{1807} + \varepsilon, \ldots$$

The results for two dimensions uses items for which both the heights and the widths are elements of this sequence.

The first input uses only the three largest elements for all sizes. Table 1 shows the sizes of the various items. Here $\varepsilon$ and $\delta$ are sufficiently small numbers. The $\delta_i$ values are chosen in such a way that a set consisting of one item of every column can be packed together into a single bin.

Each item will arrive $n$ times (as a group), starting with $n$ copies of item 1. The last row of the table shows the optimal cost for packing the input up to and including the items of the present column, divided by $n$. The specific choices of the $\delta_i$ values further guarantee that various combinations of items cannot be packed side by side into a bin.

The next step is now to determine the value of the lower bound implied by this construction. As with all these constructions, this is done using a linear program. The linear program has a variable for each pattern (a pattern is a multiset of items that can be packed into a single bin). The objective is to minimize the total number of bins, i.e., the total number of times that any pattern is used. The constraints specify that each item must be packed, by counting how often each item occurs in each pattern and adding them all up.

<table>
<thead>
<tr>
<th>item</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>height</td>
<td>$\frac{1}{7} + \varepsilon$</td>
<td>$\frac{1}{7} + \varepsilon$</td>
<td>$\frac{1}{7} + \varepsilon$</td>
<td>$\frac{1}{3} + \varepsilon$</td>
<td>$\frac{1}{3} + \varepsilon$</td>
<td>$\frac{1}{3} + \varepsilon$</td>
<td>$\frac{1}{2} + \varepsilon$</td>
<td>$\frac{1}{2} + \varepsilon$</td>
<td>$\frac{1}{2} + \varepsilon$</td>
</tr>
<tr>
<td>width</td>
<td>$\frac{1}{7} + \delta_1$</td>
<td>$\frac{1}{3} + \delta_2$</td>
<td>$\frac{1}{2} + \delta_3$</td>
<td>$\frac{1}{7} + \delta_4$</td>
<td>$\frac{1}{3} + \delta_5$</td>
<td>$\frac{1}{2} + \delta_6$</td>
<td>$\frac{1}{7} + \delta_7$</td>
<td>$\frac{1}{3} + \delta_8$</td>
<td>$\frac{1}{2} + \delta_9$</td>
</tr>
<tr>
<td>$\delta_i$</td>
<td>$\frac{1}{42} - 200\delta$</td>
<td>$100\delta$</td>
<td>$100\delta$</td>
<td>$\frac{1}{42} - 20\delta$</td>
<td>$10\delta$</td>
<td>$10\delta$</td>
<td>$\frac{1}{42} - 2\delta$</td>
<td>$\delta$</td>
<td>$\delta$</td>
</tr>
<tr>
<td>OPT/n</td>
<td>$\frac{1}{36}$</td>
<td>$\frac{1}{12}$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{9}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{7}$</td>
<td>$\frac{3}{12}$</td>
<td>$\frac{1}{4}$</td>
</tr>
</tbody>
</table>

Table 1: A lower bound input for two-dimensional bin packing
Van Vliet avoids a total enumeration of all the patterns by using a column generation approach. He starts with an arbitrary initial set of columns (packing patterns) that allow a feasible solution and then adds new columns if that is profitable. Having found an optimal solution to the linear program with a given set of columns, the dual variables are then used to search for new columns with negative reduced costs. As long as such columns are found, they are added to the linear program and the problem is reoptimized.

This approach works well here because the final values of the dual variables have a special structure which allows us to search for packing patterns with negative reduced cost very efficiently. This construction is then extended to five layers of three items, eventually proving a lower bound of

\[
\frac{1504364}{8124301} \approx 1.851.
\]

The most difficult part of the proof is to check the feasibility of a dual solution, proving that the primal solution found is indeed optimal. This is done by finding the optimal solutions for certain sublists of the input.

Van Vliet notes that adding more items to each layer (using widths of the form \(1/43 + \delta_j\) and \(1/1807 + \delta_j\)) is not effective, and that the implied lower bound even decreases. The problem is that these added items are quite small (in at least one dimension) and can be added for free to many packing patterns that we already have. Moreover, to make place for these additional items, the items of width \(1/7 + \delta_j\) must be made slightly smaller and can therefore more easily be put side-by-side with items from previous levels.

Indeed, it seems to me that an improvement might be achieved by giving the items in a slightly different order instead of giving them level by level. A more effective order might be

\[a_1, a_2, a_4, a_5, a_3, a_6, a_7, a_8, a_9.\]

Moreover, I believe that it is not a good idea to go back to smaller items after giving larger ones, so I would furthermore suggest to combine the items \(a_3\) and \(a_6\) into one item, as well as the items \(a_7\) and \(a_8\). This means that the area of the items is now monotonically increasing as the sequence proceeds. This may very well be the way in which the unpublished lower bound of 1.907 was proved.

Of course, a relatively large gap to the current best upper bound of 2.55 by Han et al. [15] remains. It would be interesting to see how much of this is due to using Harmonic-type algorithms in both dimensions. Naturally, it is easily possible that we could improve the upper bound by not considering the dimensions completely separately, as all known algorithms do. However, it is quite hard to see how the Harmonic framework could be avoided. I conjecture that the true competitive ratio for this problem is greater than 2, however.

### 1.1 Rotations

An interesting variation of this problem is the case where items may be rotated over 90 degrees. Fujita and Hada [11] were the first to consider this problem and presented two algorithms for it. Epstein [8] showed that their first algorithm has a competitive ratio of at most 2.63889, and gave an improved algorithm with competitive ratio 2.54679. Her algorithm is bounded space and she furthermore shows that any bounded space algorithm must have competitive ratio at least 2.53536, so the remaining gap is very small. Recall that a bounded space algorithm has only a constant number of open bins at any time.
Table 2: A part of a lower bound input for three-dimensional bin packing

<table>
<thead>
<tr>
<th>item</th>
<th>$4j - 3$</th>
<th>$4j - 2$</th>
<th>$4j - 1$</th>
<th>$4j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>width</td>
<td>$\frac{1}{2} - (2k - 2j + 2)\varepsilon$</td>
<td>$\frac{1}{2} + (2k - 2j + 2)\varepsilon$</td>
<td>$\frac{1}{2} - (2k - 2j + 1)\varepsilon$</td>
<td>$\frac{1}{2} + (2k - 2j + 1)\varepsilon$</td>
</tr>
<tr>
<td>height</td>
<td>$\frac{1}{2} - (k - j + 1)\varepsilon$</td>
<td>$\frac{1}{2} - (k - j + 1)\varepsilon$</td>
<td>$\frac{1}{2} + (k - j + 1)\varepsilon$</td>
<td>$\frac{1}{2} + (k - j + 1)\varepsilon$</td>
</tr>
<tr>
<td>$\delta_i$</td>
<td></td>
<td></td>
<td></td>
<td>$1/t_{k-j+1} + \varepsilon$</td>
</tr>
</tbody>
</table>

Epstein [8] also presented a 2.45-competitive algorithm using unbounded space. It seems that there does not exist any lower bound for this problem, apart from the ones implied by lower bounds for the square packing problem. No online algorithm for square packing can be better than 1.6406-competitive [10], whereas the best known algorithm has a competitive ratio of 2.1187 [17]. It is somewhat surprising that the best known upper bound for the case of rotations is so much higher than that for squares. Intuitively, it would seem that having the option of rotating items should help significantly. However, of course it needs to be remembered that the optimal solution that we compare to also has the option to rotate items.

2 Three-dimensional online bin packing

For three dimensions, in order to keep the calculations manageable, van Vliet used the numbers in (1) only in one dimension, and made the sizes of the items close to $1/2$ in the other two dimensions. He considered the constructions $D_kW_2H_2$, $2 \leq k \leq 5$, where $k$ denotes the number of elements of the series (1) that are used for defining the depth of the items. The sizes of the items $a_1, \ldots, a_{4k}$ are given in Table 2. In this way, a lower bound of

$$\frac{1378064}{674429} \approx 2.043$$

is proved. Van Vliet conjectures that it should be possible to significantly increase this bound by using the series (1) in all three dimensions. The generation of the feasible packing patterns will obviously be a limiting factor in this approach, but some clever enumeration techniques might help to solve these problems. Han et al. [15] mention that their result implies a 4.3198-competitive algorithm for three dimensions, so the gap here is still quite large.

Also in this case, analogously to my suggestion for the two-dimensional case, it might be a good idea to ensure that the volumes of the items are roughly increasing over time, instead of reverting to using items with smaller volumes.

3 Dynamic bin packing

A multidimensional version of a dynamic bin packing model, which was introduced by Coffman et al. [3] for the one-dimensional case, was studied by Epstein and Levy [9]. This is an online model
where items do not only arrive but may also leave. Each event is an arrival or a departure of an item. Durations are not known in advance, i.e., an algorithm is notified about the time that an item leaves only upon its departure. An algorithm may re-arrange the locations inside bins, but the items may not migrate between bins.

In two dimensions, they designed a 4.25-approximation algorithm for dynamical packing of squares, and provided a lower bound of 2.2307 on the performance ratio. For rectangles the upper and lower bounds are 8.5754 and 3.7 respectively. For three-dimensional cubes they presented an algorithm which is a 5.37037-approximation, and a lower bound of 2.117. For three-dimensional boxes, they supplied a 35.346-approximation algorithm and a lower bound of 4.85383. For higher dimensions, they define and analyze the algorithm NFDH for the offline box packing problem. This algorithm was studied before for rectangle packing (two-dimensional only) [4], and for square and cube packing for any dimension [20, 18], but not for box packing. For $d$-dimensional boxes they provided an upper bound of $2 \cdot 3.5^d$ and a lower bound of $d + 1$. Note that, as already mentioned elsewhere, the best upper bound known for the regular offline multi-dimensional box packing problem is exponential as well. For $d$-dimensional cubes they provided an upper bound of

$$O\left( \frac{d}{\ln d} \right)$$

and a lower bound of 2.

One older paper by Coffman and Gilbert [5] studies a related problem. In this problem, squares of a bounded size, which arrive and leave at various times, must be kept in a single bin. The paper gives lower bounds on the size of such a bin, so that all squares can fit. It is not allowed to re-arrange the locations in the bin.

4 Higher dimensions

In three-dimensional strip packing, the input consists of a list of three-dimensional boxes that need to be packed into a strip with square base of size 1 and unbounded height. As in two-dimensional strip packing, the goal is to minimize the height used.

The only result I am aware of that is explicitly for three-dimensional strips is an upper bound of 2.89 achieved already back in 1992 by Li and Cheng [19]. However, it looks like the upper bound for two-dimensional bin packing of 2.55 by Han et al. [15] (as well as previous upper bounds [6, 21] that were below 2.89) should carry over to this problem in a straightforward way, similar to the way that one-dimensional bin packing algorithms can be used for two-dimensional strip packing while maintaining the same competitive ratio, as was shown by Han et al. [16]. The idea is to classify items by height and pack items of different height classes separately. This only loses an (additional) additive constant compared to the bin packing algorithm that is used.

The algorithm by Csirik and van Vliet [6] deserves separate attention, because it in fact works for any dimension $d$ and achieves a competitive ratio of $1.691^d$. To the best of my knowledge, this remains the only result for dimensions greater than 3. The best known lower bound is less than 3 for all $d$, so we in fact have an exponential gap between the upper and the lower bound here. It is very hard to see where the true answer might lie. For the similar problem of vector packing, this issue was recently resolved, as we will see next.
5 Vector packing

Another way to generalize bin packing to more dimensions is to consider vector (bin) packing. In this problem, a set of vectors need to be packed into multidimensional bins in such a way that the vector sum of vectors assigned to any bin does not exceed the all-one vector. Put another way, for each bin and each dimension, the sum of the coordinates of all vectors assigned to this bin must be at most 1. It has been known for a long time that First Fit achieves a competitive ratio of $d + 0.7$—this was shown by Garey et al. [13] already back in 1976. For a long time however, the best known lower bound for this problem was constant and at most 2, by Galambos et al. [12].

Motivated by this, Epstein [7] considered variable-sized vector packing. Here the algorithm is given a collection $B$ of bin capacity profiles ($d$-dimensional vectors) which includes the all-one vector. She showed that for certain choices of $B$, it is possible to prove linear lower bounds, whereas for other choices, a competitive ratio of $1 + \varepsilon$ can be achieved. She conjectured that in the standard case described above, the competitive ratio is super-constant, but sublinear.

Recently, Azar et al. [1] showed that the ratio must be very close to linear by giving a lower bound of

$$\Omega \left( d^{1-\varepsilon} \right)$$

for any $\varepsilon > 0$. More generally, for the case where the bin size is $B$ in every dimension, they give a lower bound of

$$\Omega \left( d^{1/B-\varepsilon} \right)$$

for any integer $B \geq 1$. These lower bounds are information-theoretic and hence apply also to exponential-time algorithms. The authors also give an upper bound of

$$O \left( d^{1/(B-1)} \log d^{B/(B-1)} \right)$$

(so the denominator of the exponent is off by 1). The authors note that for $B \geq \log d$ the bound becomes

$$O \left( \log d \right).$$

For the interesting special case of $\{0, 1\}$ vectors, the lower bound is

$$\Omega \left( d^{1/(B+1)} - \varepsilon \right)$$

and the upper bound is

$$O \left( d^{1/B} \log d^{(B+1)/B} \right).$$

The lower bound is proved using a lower bound strategy for online graph coloring from a 1992 paper by Halldorssson and Szegedy [14]. In that problem, a sequence of nodes arrives online together with edges to previously arrived neighbors, and the adversary is transparent: it reveals the color it gives to a node $v_i$ immediately after the online algorithm makes its choice. This feature is actually important for the arguments in Azar et al. [1].

The upper bound works by first assigning the items to a set of virtually enlarged bins, and then assigning vectors from each virtual bin to real bins of size $B$. This is done first using a simple randomized algorithm which is then derandomized.
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