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Abstract. For the fast numerical solution of a fully discrete variant

of the trigonometric Galerkin equations associated with periodic in-

tegral equations, in this paper we consider approximations with small

residuals and provide order-optimal estimates for the associated error.

The CGNR method is considered as a method with a simple itera-

tion scheme where those approximations can be obtained by a total
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number of O
(

N logN
)

arithmetical operations, with N denoting the

dimension of the space of trigonometric trial polynomials associated

with the Galerkin method. Noise in the model of the problem as well

as in the right-hand side are admitted.

1. Introduction

1.1. A class of operators

In this paper we consider equations of the following form,

Au = f, (1)

where f : R → C is a 1-periodic function, and the operator A has the

form

A = D +

q
∑

p=0

Ap, (Du)(t) =

∫ 1

0
κ0(t− s)u(s) ds, (2)

(Apu)(t) =

∫ 1

0
κp(t− s) ap(t, s)u(s) ds, (3)

t ∈
[

0, 1
]

, p = 0, 1, . . . , q,

where q ≥ −1, and ap : R
2 → C are 1-biperiodic C∞-smooth func-

tions, and κp are 1-periodic functions or distributions with known

Fourier coefficients

κ̂p(n) :=

∫ 1

0
κp(t) e

−in2πt dt, n ∈ Z.



Fast and fully discretized solution of integral equations 3

It is supposed that

a0(t, t) = 0 (t ∈ R), (4)

and moreover for certain parameters α ∈ R and integers 0 < β1 ≤

β2 ≤ . . . ≤ βq, the following estimates are supposed to hold,

∣

∣△jκ̂0(n)
∣

∣ ≤ cj n
α−j

(

n ∈ Z, j = 0, 1, . . .
)

, (5)

c00|n|
α ≤ |κ̂0(n)|

(

0 6= n ∈ Z

)

, (6)

∣

∣△jκ̂p(n)
∣

∣ ≤ cj n
α−βp−j

(

n ∈ Z, j = 0, 1, . . . , p = 1, . . . , q
)

. (7)

Here cj and c00 are some positive constants,

n =















|n|, if n 6= 0

1 , if n = 0

(n ∈ Z)

and △ denotes the forward difference operator, i.e.,

△v̂(n) = v̂(n+ 1) − v̂(n), n ∈ Z.

Equations of the form (1) with operators A satisfying (2)–(7) arise,

e.g., if the boundary integral method is applied to a boundary value

problem on a two-dimensional bounded and simply connected domain

with a smooth boundary. Two associated examples will be presented

in section 1.2 but first the basic mapping properties of the operator

(2), (3) are stated, cf. [8] or [18] for a similar situation. As a prepa-

ration we consider for any λ ∈ R the Sobolev space Hλ of those
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functions or distributions u which satisfy

||u||λ :=
(

∑

n∈Z

n 2λ|û(n)|2
)1/2

<∞,

where û(n) :=

∫ 1

0
u(t) e−in2πt dt, n ∈ Z,

and L
(

Hλ1 ,Hλ2
)

denotes the space of linear bounded operators from

Hλ1 into Hλ2
(

λ1, λ2 ∈ R
)

. If we decompose A into its main part

and the corresponding remainder,

A = D + B, B =

q
∑

p=0

Ap,

then the properties (5)–(7) yield that D ∈ L
(

Hλ,Hλ−α
)

is a Fred-

holm operator of index 0 and that B ∈ L
(

Hλ,Hλ−α+β
)

, where

β :=















β1, if a0 ≡ 0,

min
{

β1, 1
}

, otherwise,

(8)

and this means that B ∈ L
(

Hλ,Hλ−α
)

is a compact operator. We

thus have:

Proposition 1. Suppose that an operator of the form (2)–(3) sat-

isfies the conditions (4)–(7). Then A ∈ L
(

Hλ,Hλ−α
)

is a Fredholm

operator of index 0 for each λ ∈ R.

We recall that a linear bounded operator T : Hλ → Hλ−α is a

Fredholm operator of index 0 if the range R(T ) of T is closed in

Hλ−α and moreover codimR(T ) = dimN (T ) <∞ is satisfied, where
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N (T ) ⊂ Hλ denotes the nullspace of T . It follows from conditions

(4)–(7) that N (A) ⊂ C∞. Thus, if the condition

v 1–periodic C∞–function, Av = 0 =⇒ v = 0 (9)

is satisfied, then Proposition 1 yields that A ∈ L
(

Hλ,Hλ−α
)

is an

isomorphism for each λ ∈ R.

Let us characterize the class of integral operators (2)–(3) in terms of

periodic pseudodifferential and classical pseudodifferential operators

(see e.g. [20] for these notions and relations to periodic integral oper-

ators). A periodic classical pseudodifferential operator of order α has

the Agranovich representation

A = (a+(t)P+ + a−(t)P−)Λα + K,

where a±(t) are C∞-smooth 1-periodic functions,

P+u =
∑

n≥0

û(n)ein2πt, P−u =
∑

n<0

û(n)ein2πt,

Λαu =
∑

n∈N

nαû(n)ein2πt,

andK is a periodic classical pseudodifferential operator of order α−1.

Further A is elliptic if a±(t) 6= 0 for t ∈ R. Our class of operators

defined by (2)–(7) covers the class of classical elliptic pseudodifferen-

tial operators (a+P+ + a−P−)Λα with constant coefficients a± 6= 0.

This corresponds to the case κ̂0(n) = (a+ + a−signn)nα. On the
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other hand, our conditions on κ̂0(n) are more general, and condi-

tions (2)–(7) define a class of integral operators which are periodic

pseudodifferential operators but need not to be classical ones.

1.2. Examples

In the sequel we consider two prominent examples, cf. [18].

Example 1. Symm’s integral equation for closed C∞–smooth bound-

aries in parametrized form looks as follows,

(Au)(t) = −

∫ 1

0
log |x(t) − x(s)|u(s) ds = f(t), t ∈

[

0, 1
]

,

where x : R → R
2 is a C∞–smooth 1-periodic parametrization of the

corresponding boundary with x′(t) 6= 0 for t ∈ R. In order to apply

Proposition 1 we consider the following decomposition,

(Au)(t) =

∫ 1

0
κ0(t− s)u(s) ds +

∫ 1

0
a1(t, s)u(s) ds, t ∈

[

0, 1
]

,

with κ0(t) = − log | sinπt| and

a1(t, s) =















− log
|x(t) − x(s)|

| sinπ(t− s)|
, if t 6= s,

− log
|x′(t)|

π
, if t = s.

Here | · | also denotes the Euclidian norm in R
2. Note that a1 is a

1-biperiodic C∞-function, and the Fourier coefficients of κ0 have the
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following form,

κ̂0(n) =















1

2|n|
, if 0 6= n ∈ Z,

log 2, if n = 0.

Thus conditions (5)–(7) are satisfied
(

with κ1 ≡ 1
)

for α = −1 and

any β1 > 0, and it follows from Proposition 1 that A ∈ L
(

Hλ,Hλ+1
)

is a Fredholm operator of index 0 for each λ ∈ R. △

Example 2. One of the boundary integral equations for the homo-

geneous two-dimensional biharmonic equation in a bounded region

with a C∞–smooth boundary, in parametrized and normalized form,

looks as follows,

(Au)(t) =
π2

|x′(t)|2

∫ 1

0
|x(t) − x(s)|2 log |x(t) − x(s)|u(s) ds = f(t),

t ∈
[

0, 1
]

,

where x : R → R
2 is a C∞–smooth 1-periodic parametrization of the

boundary with x′(t) 6= 0 for t ∈ R. In order to apply Proposition 1

we consider the following decomposition,

(Au)(t) =

∫ 1

0
κ0(t− s)u(s) ds +

∫ 1

0
κ0(t− s) a0(t, s)u(s) ds

+

∫ 1

0
a1(t, s)u(s) ds, t ∈

[

0, 1
]

,
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with κ0(t) =
(

sinπt
)2

log | sinπt| and

a0(t, s) =















π2

|x′(t)|2
|x(t) − x(s)|2

sin2 π(t− s)
− 1, if t 6= s,

0, if t = s,

a1(t, s) =















π2

|x′(t)|2
|x(t) − x(s)|2 log

|x(t) − x(s)|

| sinπ(t− s)|
, if t 6= s,

0, if t = s.

Here a0 and a1 are 1-biperiodic C∞-functions, and the Fourier coef-

ficients of κ0 have the following form,

κ̂0(n) =































(

1 − 2 log 2
)

/4, if n = 0,

(

log 2 − 3/4
)

/4, if n = ±1,

1

4|n|(n2 − 1)
, if |n| ≥ 2.

Thus, the conditions (5)–(7) are satisfied
(

with κ1 ≡ 1
)

for α =

−3 and any β1 > 0, and it follows from Proposition 1 that A ∈

L
(

Hλ,Hλ+3
)

is a Fredholm operator of index 0 for each λ ∈ R. △

Further examples are, e.g., the Cauchy integral operator, the Hilbert

integral operator and the hypersingular integral operator, cf. [18]. We

mention also Hackbusch [7], Kress [10], Prössdorf and Silbermann [12]

and Sloan [16] as general references that contain material on periodic

integral equations and their numerical treatment.
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1.3. The trigonometric Galerkin method

As a preparation for the subsequent considerations we recall some

basic facts on spaces of trigonometric trial polynomials which are

defined as follows,

TN :=

{

∑

n∈ZN

bne
in2πt : bn ∈ C for n ∈ ZN

}

,

where ZN :=
{

n ∈ Z : −
N

2
< n ≤

N

2

}

, N ∈ N,

and the associated Fourier projectors are given by

PNu =
∑

n∈ZN

û(n)ein2πt
(

u ∈ Hλ for some λ ∈ R

)

.

Two basic and elementary estimates associated with TN and PN are

the approximation property and the inverse property,

∣

∣

∣

∣

(

I − PN

)

u
∣

∣

∣

∣

λ
≤
(N

2

)λ−µ
||u||µ, u ∈ Hµ (λ ≤ µ), (10)

||uN ||λ ≤
(N

2

)λ−µ
||uN ||µ, uN ∈ TN (λ ≥ µ). (11)

The trigonometric Galerkin method for equation (1) is to determine

an element uN ∈ TN that satisfies

PNAuN = PNf. (12)

It is easy to show that if an operator A of the form (2)–(3) satisfies

the conditions (4)–(7) and (9), then there exists an integer N0 such

that for each N ≥ N0 and each f ∈ Hµ−α with some µ ∈ R, the
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Galerkin equations (12) have a unique solution uN ∈ TN , and the

following error estimate is satisfied

∣

∣

∣

∣uN − u
∣

∣

∣

∣

λ
≤ cλ,µN

λ−µ||u||µ (λ ≤ µ), (13)

where u ∈ Hµ denotes the solution of the equation Au = f . Note

that the estimate (13) has the optimal order of accuracy with respect

to TN , cf. (10).

We shall need also the interpolation projector QN onto the space TN

which is defined as follows,

QNu ∈ TN , (QNu)
( j

N

)

= u
( j

N

)

, j = 1, . . . , N

(

u ∈ Hλ for some λ > 1
2

)

.

The following error estimate is satisfied, cf. [18], section 7.5, or Sara-

nen and Vainikko [14]:

∣

∣

∣

∣

(

I −QN )u
∣

∣

∣

∣

λ
≤ γµ

(N

2

)λ−µ
||u||µ, u ∈ Hµ (14)

(0 ≤ λ ≤ µ, µ > 1
2),

where γµ = (1 + 2
∑∞

j=1
1

j2µ)
1/2

.

1.4. Outline of the paper

In this paper for the approximate solution of (1) we consider conju-

gate gradient-type methods since simple iteration schemes exist for
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them. In order to obtain fully discrete iteration schemes we apply

those iteration methods to a fully discrete Galerkin scheme which is

obtained if in (12) the right-hand side f is replaced by its trigonomet-

ric interpolant QNf , and A is replaced by an approximation that is a

specification of that considered in [19] and [18], section 7.5; the basic

facts on this specific approximation for the operator A are considered

in section 2. Since matrix compression is involved, the entries of the

stiffness matrix for the discrete Galerkin equations can be computed

by O
(

N logN
)

arithmetical operations, and matrix-vector multipli-

cations can be carried out by O
(

N
)

arithmetical operations in our

situation.

For the discrete Galerkin equations, in section 3 approximate solu-

tions with small residuals are considered in a general setting, and

associated error estimates are provided that have an optimal order

of accuracy. In section 4 we then recall some well-known facts on

the CGNR method, this is the classical conjugate gradient method

of Hestenes and Stiefel applied to the normal equations which in our

situation originates from the discrete Galerkin equations. A residual-

based stopping rule is considered that yields approximate solutions

so that the results from section 3 are applicable. We shall see also

that this stopping rule leads to a termination of the iteration after
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O
(

logN
)

steps so that the approximations can be obtained by a to-

tal number of O
(

N logN
)

arithmetical operations, i.e., a fast solver

is obtained.

In section 5, we examine the influence of noise in the model of the

problem as well in the right-hand side, and in the final section 6

numerical illustrations are presented.

1.5. Bibliographical remarks

On the basis of fully discrete Galerkin schemes and collocation meth-

ods, fast solvers, i.e., algorithms where approximations can be com-

puted by O
(

N logN
)

arithmetical operations, can be generated also

by two-grid iteration schemes, see [18], [19] or Saranen and Vainikko

([13], [14]). Compared with those, the CGNR method has essentially a

simpler computational algorithm – only matrix-vector computations

are involved. For other fast solvers for periodic integral equations

see e.g., Amosov [1], Berthold, Hoppe and Silbermann [2] or Schnei-

der [15], and for other results concerning fully discrete schemes we

refer, e.g., to Elschner and Stephan [5], McLean, Prössdorf and Wend-

land [11] or Kieser, Kleemann and Rathsfeld [9].
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2. A specific approximation of A

We again suppose that A is an operator of the form (2)–(3) that

satisfies the conditions (4)–(7). Following the lines mentioned in sub-

section 1.4, in the sequel we recall the basic features of [19] and [18],

section 7.5, on a specific approximation to A. Note that in our situa-

tion the main part D is simple and needs no further approximation,

thus in the sequel the considerations are restricted to the remainder

B =
∑q

p=0Ap.

2.1. A specific approximation of ap for p ≥ 0

In the sequel we keep p ∈
{

0, . . . , q
}

fixed, and for L ∈ N we consider

the function

ap,L = PDL
QL,Lap, (15)

where it is supposed that the set DL ⊂ Z
2 satisfies

D0
L ⊂ DL ⊂ D1

L,

D0
L =

{

(j1, j2) ∈ Z
2 : j1 j2 ≤ L/2, |j1| + |j2| ≤ L/2

}

, (16)

D1
L =

{

(j1, j2) ∈ Z
2 : |j1| + |j2| ≤ L/2

}

.
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Furthermore,QL,L and PDL
denote the two-dimensional interpolation

and Fourier projection operators, respectively, i.e.,

QL,Lψ ∈ TL ⊗ TL, (QL,Lψ)( j1
L ,

j2
L ) = ψ( j1

L ,
j2
L ), j1, j2 = 1, . . . , L,

PDL
v =

∑

(k1,k2)∈DL

v̂
(

k1, k2

)

eik12πteik22πs,

where v, ψ are 1-biperiodic, and ψ is C∞-smooth; moreover,

TL ⊗ TL =
{

∑

k1,k2∈ZL

bk1,k2e
ik12πteik22πs : bk1,k2 ∈ C (k1, k2 ∈ ZL)

}

,

v̂(k1, k2) =

∫ 1

0

∫ 1

0
v(t, s) e−ik1πt e−ik2πs ds dt, k1, k2 ∈ Z.

Note that for the computation of ap,L, only the values of the function

ap at the grid points ( j1
L ,

j2
L ), j1, j2 = 1, . . . , L, are needed.

In the sequel specific approximations of Ap are considered; through-

out it is supposed that

L ∼ Nσ with 0 < σ ≤ 1, (17)

holds, i.e., c1N
σ ≤ L ≤ c2N

σ as L, N → ∞. Later, cf. section 2.4.2

below, the restriction σ ≤ 1/2 is introduced to keep the number of

arithmetical operations sufficiently small.
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2.2. Approximation of Ap on TL

On TL, an approximation of the operator Ap is obtained replacing

the kernel ap by ap,L as defined in (15),

(Ap,Lu)(t) =

∫ 1

0
κp(t− s) ap,L(t, s)u(s) ds, t ∈

[

0, 1
]

.

One has Ap,L ∈ L
(

Hλ,Hλ−α+βp
)

for each λ ∈ R, with β0 := 0, and

∣

∣

∣

∣Ap,L −Ap

∣

∣

∣

∣

L(Hλ,Hλ−α)
≤ cλ,rN

−r
(

λ ∈ R
)

∀ r ≥ 0.

This estimate is a straightforward consequence of (17) and the follow-

ing two estimates. First, for an integral operator (Au)(t) =
∫ 1
0 κ(t−

s)a(t, s)u(s)ds with a 1−periodic κ(t) satisfying |κ̂(n)| ≤ cnα (n ∈ Z)

and an 1−periodic C∞ smooth a(t, s) we have A ∈ L
(

Hλ,Hλ−α
)

for

all λ ∈ R, and

||A||
L(Hλ,Hλ−α)

≤ cλ,ν ||a||λ−α|+ν,|λ|+ν with any ν > 1
2

(this estimate can be improved, see [8]; we presented just the simplest

result from [19]). Here

||a||λ1,λ2 =
(

∑

n1,n2∈Z

n1
2λ1 n2

2λ2 |â(n1, n2)|
2
)1/2

.

Secondly, the following two-dimensional counterpart of (14) holds

true (see [18]):

∣

∣

∣

∣(I − PDL
QL,L)a

∣

∣

∣

∣

λ1,λ2
≤
(

γλ1+r + γλ2+r

)

(L

2

)−r
||a||λ1+r,λ2+r,

L ≥ L0,
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with any λ1 ≥ 0, λ2 ≥ 0 and r > 0, L0 > 0 such that λ1 + r >

1/2, λ2 + r > 1/2,
(

γλ1+r + γλ2+r

)

(L0/2)
−r ≤ 1.

2.3. Approximation of Ap on TN ⊖ TL

In order to obtain an approximation of the operator Ap that allows

to keep the number of arithmetical operations sufficiently small, on

the subspace TN ⊖ TL = span {ein2πt : n ∈ ZN\ZL} the following

asymptotic approximation Ap,L,d to Ap is considered,

Ap,L,d =

d−⌊βp⌋−1
∑

j=0

Bp,L,j,

(Bp,L,ju)(t) = bp,L,j(t)
∑

n∈Z

[

△jκ̂p(n)
]

û(n) ein2πt,

bp,L,j(t) =
1

j!
∂[j]

s ap,L(t, s)
∣

∣

∣

s=t
, t ∈

[

0, 1
]

,

j = 0, . . . , d− ⌊βp⌋ − 1,

where d ≥ β is an integer, and ⌊x⌋ denotes the biggest integer smaller

or equal to a real number x ∈ R. Moreover,

∂[0]
s = 1, ∂[1]

s =
1

2πi

∂

∂s
,

∂[j]
s =

( 1

2πi

∂

∂s
− j + 1

)

. . .
( 1

2πi

∂

∂s
− 1

) 1

2πi

∂

∂s
, j = 2, 3, . . . .

The Fourier coefficients of the functions bp,L,j can be obtained recur-

sively for j = 0, . . . , d− ⌊βp⌋− 1, cf. [19] or [18] for the details. One

has Ap,L,d ∈ L
(

Hλ,Hλ−α+βp
)

; the difference Ap,L,d−Ap is not small,
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but nevertheless due to (10) and (17) the following estimate holds,

∣

∣

∣

∣

(

Ap,L,d −Ap

)

(I − PL)
∣

∣

∣

∣

L(Hλ,Hλ−α)
≤ cλN

−σd (λ ∈ R),

cf. [19] or [18], section 7.5, for the details. In the following remark

two special situations are considered which are of practical relevance.

Remark 1. 1. In the situation d ≤ ⌊βp⌋ one has Ap,L,d = 0; this arises,

e.g., if κp ≡ 1 holds.

2. If the function ap(t, s) does not depend on s
(

e.g., ap(t, s) ≡ const
)

and d ≥ ⌊βp⌋ + 1, then we obtain Ap,L,d = Ap,L. △

2.4. Putting together the approximations

2.4.1. Error estimates We define the following approximation for

the remainder B =
∑q

p=0Ap,

BL,d =

(

q
∑

p=0

Ap,L

)

PL +

(

q
∑

p=0

Ap,L,d

)

(

I − PL

)

. (18)

Then BL,d ∈ L
(

Hλ,Hλ−α
)

for λ ∈ R, and

∣

∣

∣

∣BL,d −B
∣

∣

∣

∣

L(Hµ,Hλ−α)
≤ cλ,µN

−σ(d+µ−λ) (λ ≤ µ), (19)

where the constants can be chosen boundedly in λ on any bounded

interval
[

λ0, µ
]

, λ0 < µ.

In the sequel on TN we consider D+PMBL,dPM as approximation to

A, with some appropriate M ≤ N ; the corresponding approximation

properties are presented in section 3.
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2.4.2. On the complexity This section is concluded by recalling from

[19] or [18], section 7.6, the considerations on the complexity, with

the notation adapted to our situation where the main part D of A is

supposed to be simple and the remainder BL,d is compressed to the

subspace TM .

In fact, if L ∼ Nσ holds for some 0 < σ ≤ 1/2 as well as M ∼ N τ

for some 0 ≤ τ < 1, then the stiffness matrix associated with D +

PMBL,dPM : TN → TN has fully discrete entries that can be computed

by O
(

N logN
)

arithmetical operations. Moreover, for each vN ∈ TN

with known Fourier coefficients, the computation of the vector DvN

requires N arithmetical operations, and the vector PMBL,dPMvN can

be computed by a fully discrete scheme that requires O
(

M logM
)

=

O
(

N
)

arithmetical operations, if the FFT is applied. One can show

that a similar statement holds for the vector
(

D + PMBL,dPM

)∗
vN ,

where
(

D+PMBL,dPM

)∗
∈ L

(

Hλ−α,Hλ
)

denotes the Hilbert adjoint

operator of D + PMBL,dPM ∈ L
(

Hλ,Hλ−α
)

.

3. Approximate solution of the discrete Galerkin equations

We suppose again that A is an operator of the form (2)–(3) that

satisfies the conditions (4)–(7). The following lemma presents the
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approximating and stability properties of the operator D+PMBL,dPM

considered in section 2.

Lemma 1. Suppose that an operator A satisfies (2)–(7), and more-

over suppose that

L ∼ Nσ, M ∼ N τ , σ, τ ∈
(

0, 1
)

,

and let the operator BL,d be as considered in (18). Then the following

estimate is satisfied,

∣

∣

∣

∣D + PMBL,dPM − A
∣

∣

∣

∣

L(Hµ,Hλ−α)

≤ cλ,µ(N−σ(d+µ−λ) + N−τ(β+µ−λ)) (λ ≤ µ). (20)

If additionally (9) holds, then there exists an N0 such that for each

N ≥ N0 the operator D + PMBL,dPM ∈ L
(

Hλ,Hλ−α
)

is an isomor-

phism for any λ ∈ R, and

∣

∣

∣

∣

∣

∣
(D + PMBL,dPM)

−1
∣

∣

∣

∣

∣

∣

L(Hλ−α,Hλ)
≤ cλ (λ ∈ R). (21)
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Proof. The estimate (20) follows from (19) and the following calcu-

lations,

∣

∣

∣

∣PMBPMu − Bu
∣

∣

∣

∣

λ−α

≤
∣

∣

∣

∣

(

I − PM

)

BPMu
∣

∣

∣

∣

λ−α
+
∣

∣

∣

∣B
(

I − PM

)

u
∣

∣

∣

∣

λ−α

≤
(M

2

)λ−µ−β∣
∣

∣

∣BPMu
∣

∣

∣

∣

µ−α+β
+ cλ

∣

∣

∣

∣

(

I − PM

)

u
∣

∣

∣

∣

λ−β

≤ cλ,µN
τ(λ−µ−β)

∣

∣

∣

∣u
∣

∣

∣

∣

µ
, u ∈ Hµ.

The inverse stability (21) then follows from estimate (20) for µ = λ

and from Proposition 1.

In the sequel we suppose that the right-hand side f in equation (1)

satisfies

f ∈ Hµ−α for some µ > α+ 1/2, (22)

and consider approximate solutions of the discrete Galerkin equations

(D + PMBL,dPM)uN = QNf (23)

in a general setting: for η > 0 let u
[η]
N,L,d ∈ TN satisfy

∣

∣

∣

∣

∣

∣
(D + PMBL,dPM)u[η]

N,L,d − QNf
∣

∣

∣

∣

∣

∣

0
≤ η

∣

∣

∣

∣QNf
∣

∣

∣

∣

0
. (24)

The following proposition provides a basic error estimate. As a prepa-

ration we specify the conditions on L, M and d:

L ∼ Nσ, 0 < σ < 1, M ∼ N τ , µ−α
µ−α+β ≤ τ < 1, (25)

d ≥ 1−σ
σ (µ− α). (26)
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Proposition 2. Suppose that an operator A satisfies (2)–(7), (9),

and let (22), (25), (26) be satisfied. Then there exists an N0 such that

for each integer N with N ≥ N0 and for any u
[η]
N,L,d ∈ TN satisfying

(24) the following error estimate holds,

∣

∣

∣

∣u
[η]
N,L,d − u

∣

∣

∣

∣

λ
≤ cλ,µ(Nλ−µ + Nλ−αη)||u||µ (α ≤ λ ≤ µ),

where u ∈ Hµ denotes the solution of equation (1).

Proof. We estimate as follows,

∣

∣

∣

∣u
[η]
N,L,d − u

∣

∣

∣

∣

λ
≤ cλ

∣

∣

∣

∣(D + PMBL,dPM)(u[η]
N,L,d − u)

∣

∣

∣

∣

λ−α

≤ cλ

(

η(N
2 )

λ−α∣
∣

∣

∣QNf
∣

∣

∣

∣

0
+
∣

∣

∣

∣

(

D + PMBL,dPM

)

u−Au
∣

∣

∣

∣

λ−α

+
∣

∣

∣

∣

(

I −QN

)

f
∣

∣

∣

∣

λ−α

)

≤ cλ,µ(Nλ−αη +Nλ−µ)||u||µ,

where the first estimate follows from the inverse stability (21), and the

second estimate follows from (24) as well as from the inverse property

(11) applied to (D + PMBL,dPM)u[η]
N,L,d − QNf ∈ TN . Finally, the

third estimate is obtained from (20) and the following calculations,

||QNf ||0 ≤ ||QNf ||µ−α ≤ (1 + γµ−α)||f ||µ−α ≤ cµ(1 + γµ−α)||u||µ,

∣

∣

∣

∣

(

I −QN

)

f
∣

∣

∣

∣

λ−α
≤ γµ

(

N
2

)λ−µ
||f ||µ−α ≤ c′µN

λ−µ||u||µ,

cf. estimate (14) for the approximation properties of the interpolation

projector QN . This completes the proof.
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As an immediate consequence of Proposition 2 we obtain the following

result.

Corollary 1. In the situation of Proposition 2 with η = cNα−µ, one

has the optimal estimate

∣

∣

∣

∣u
[η]
N,L,d − u

∣

∣

∣

∣

λ
≤ cλ,µN

λ−µ||u||µ (α ≤ λ ≤ µ).

4. The CGNR method

In the sequel we suppose that the assumptions of Proposition 2 are

satisfied and that the values of N ≥ N0, L, M and d are fixed. For

notational convenience we introduce

M := D + PMBL,dPM : TN → TN , y := QNf,

and the discrete Galerkin method (23) then takes the following form,

Mx = y. (27)

We next recall the basic facts about the CGNR method for solv-

ing (27) with M being conceived as a linear bounded mapping with

respect to the weakest possible Sobolev norms,

M : (TN , || · ||α) → (TN , || · ||0). (28)
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4.1. The CGNR method for (27), (28)

As a preparation we denote by M∗ : (TN , || · ||0) → (TN , || · ||α) the

adjoint operator of M and consider Krylov subspaces with respect

to M∗M and a vector r ∈ TN ,

Kν(M∗M, r) = span
{

r,M∗Mr, . . . , (M∗M)ν−1r
}

⊂ TN ,

ν = 0, 1, . . . .

We are now in a position to consider the CGNR method for (27),

(28): let the (terminating) sequence xν ∈ TN , ν = 0, 1, . . ., be given

by

xν ∈ Kν(M∗M,M∗y), (29-a)

∣

∣

∣

∣Mxν − y
∣

∣

∣

∣

0
= min

x∈Kν

(

M∗M,M∗y
)

∣

∣

∣

∣Mx− y
∣

∣

∣

∣

0
. (29-b)

The sequence formally terminates when the residual

rν = M∗(Mxν − y) ∈ TN , ν = 0, 1, . . . , (30)

vanishes for some ν.

Remark 2. 1. For notational convenience in the definition of the CGNR

method we take x0 = 0 as initial vector.

2. The CGNR method applied to our setting coincides with the clas-

sical conjugate gradient method applied to the normal equations

M∗Mx = M∗y. As general references for conjugate gradient-type
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methods we refer to Elman [4], Freund, Golub and Nachtigal [6] as

well as to Trefethen and Bau [17] for matrix formulations, and see

Daniel [3], chapter 5, for a Hilbert space setting.

3. We note that in Remark 3 below a stopping criterion is considered

that provides a stopping index which typically is much smaller then

the formal termination index considered above. △

The iteration scheme for the computation of xν is as follows, cf. Daniel

[3], chapter 5.4:

Algorithm 1 Step 0: Let x0 = 0, r0 = −M∗y.

For ν = 0, 1, . . . :

(1) If rν = 0 then terminate;

(2) If otherwise rν 6= 0, then proceed with step ν + 1, and compute:

dν =



















−rν + θν−1dν−1, θν−1 =
||rν ||

2
α

||rν−1||2α
, if ν ≥ 1,

−r0, if ν = 0,

xν+1 = xν + ωνdν , ων =
||rν ||

2
α

||Mdν ||20
,

rν+1 = rν + ωνM
∗Mdν .

△

We note that at each iteration step two matrix-vector multiplications,

Mdν and M∗Mdν in fact, have to be employed.
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4.2. The basic properties of the CGNR method

The following result on the decay of the residuals associated with the

CGNR method is well-known, cf. Daniel [3], Proposition 5.4.2.

Theorem 2. Let xν ∈ TN , ν = 0, 1, . . ., be generated by the CGNR

method. Then

∣

∣

∣

∣Mxν − y
∣

∣

∣

∣

0
≤ 2qν

∣

∣

∣

∣y
∣

∣

∣

∣

0
, ν = 0, 1, . . . ;

q =
γ − 1

γ + 1
, γ =

sup||x||α=1 ||Mx||0

inf ||x||α=1 ||Mx||0
.

Remark 3. (a) The constant γ in Theorem 2 is bounded in N which

is a consequence of Lemma 1. Moreover, it follows from Theorem

2 and from Corollary 1 that the following a priori error estimate

is satisfied,

||xν − u||λ ≤ cλ,µN
λ−µ||u||µ for ν ≥ γ

2 log
(

2Nµ−α/c
)

(α ≤ λ ≤ µ),

where c has the same meaning as in Corollary 1.

(b) In practical implementations the following a posteriori stopping

criterion is considered: terminate the iteration at step ν =: ν∗

when

∣

∣

∣

∣Mxν∗ − y
∣

∣

∣

∣

0
≤ cNα−µ||y||0 (31)
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is satisfied for the first time, where c denotes some positive con-

stant. It follows from Corollary 1 and Theorem 2 that

||xν∗ − u||λ ≤ cλ,µN
λ−µ||u||µ,

ν∗ ≤
γ
2 log

(

2Nµ−λ/c
)

+ 1 = O( logN) (α ≤ λ ≤ µ),

and the total number of matrix-vector multiplications in the

course of iteration finally is O( logN). △

5. Noise in the parameters ap and in the right-hand side

5.1. Introductory remarks

Throughout this section we again suppose that A is an operator of

the form (2)–(3) that satisfies the conditions (4)–(7). Following the

lines mentioned in subsection 1.4, similar to [18], section 7.10, in the

sequel we admit perturbations of the parameters ap, p = 0, . . . , q, as

well as in the right-hand side.

5.2. A specific approximation of A with perturbed parameters

We start with the consideration of the perturbation of the parameters

ap, p = 0, . . . , q: it is supposed that instead of the functions ap only

1-biperiodic C∞-smooth functions ap,ε : R
2 → C are available with

1

L2

(

L
∑

j1,j2=1

∣

∣

∣
ap,ε( j1

L ,
j2
L ) − ap( j1

L ,
j2
L )
∣

∣

∣

2
)1/2

≤ ε, p = 0, 1, . . . , q,
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where L = L(N) ∈ N satisfies (17); since a0(t, t) = 0 (t ∈ R) we

assume that a0,ε(t, t) = 0 (t ∈ R).

5.2.1. The specific approximation of ap for p ≥ 0 In the sequel we

keep p ∈
{

0, 1, . . . , q
}

fixed and consider the function

ap,L,ε = PD0
L
QL,Lap,ε,

for the definition of the set D0
L ⊂ Z

2 see (16). Recall that in the case

of non-perturbed parameters one has more possibilities for the choice

of ap,L = PDL
QL,Lap. In the sequel for perturbed parameters the

specific approximations to Ap are considered.

5.2.2. Perturbed approximation of Ap on TL Similar to section 2.2

we consider the following perturbed approximation to the operator

Ap,

(Ap,L,εu)(t) =

∫ 1

0
κp(t− s) ap,L,ε(t, s)u(s) ds, t ∈

[

0, 1
]

.

One has Ap,L,ε ∈ L
(

Hλ,Hλ−α+βp
)

for each λ ∈ R, with β0 := 0, and

for L satisfying (17) the following estimate holds,

∣

∣

∣

∣Ap,L,ε −Ap,L

∣

∣

∣

∣

L(Hλ,Hλ−α)
≤ cλ,νN

σ max{λ−α,|λ|,ν}ε

(λ ≥ α, ν > 1
2),

cf. [18], section 7.10 for details. This approximation Ap,L,ε in fact is

used only on TL.
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5.2.3. Perturbed approximation of Ap on TN ⊖TL Similar to section

2.3 we next consider the following perturbed asymptotic approxima-

tion to the operator Ap,

Ap,L,d,ε =

d−⌊βp⌋−1
∑

j=0

Bp,L,j,ε,

(Bp,L,j,εu)(t) = bp,L,j,ε(t)
∑

n∈Z

[

△j κ̂p(n)
]

û(n) ein2πt,

bp,L,j,ε(t) =
1

j!
∂[j]

s ap,L,ε(t, s)
∣

∣

∣

s=t
, t ∈

[

0, 1
]

,

j = 0, . . . , d− ⌊βp⌋ − 1,

where d ≥ β is an integer. Here one has Ap,L,d,ε ∈ L
(

Hλ,Hλ−α+βp
)

,

and with L satisfying (17) the following estimate holds,

∣

∣

∣

∣

∣

∣
(Ap,L,d,ε −Ap,L,d)(I − PL)

∣

∣

∣

∣

∣

∣

L(Hλ,Hλ−α)
≤ cλ,νN

σ max{λ−α,ν}ε

(λ ≥ α, ν > 1
2),

cf. again [18], section 7.10 for more details.

5.2.4. Putting together the perturbed approximations Finally we ob-

tain the following perturbed approximation for B =
∑q

p=0Ap,

BL,d,ε =

(

q
∑

p=0

Ap,L,ε

)

PL +

(

q
∑

p=0

Ap,L,d,ε

)

(

I − PL

)

(32)

with the following properties, BL,d,ε ∈ L
(

Hλ,Hλ−α
)

for λ ≥ α, and

∣

∣

∣

∣BL,d,ε − BL,d

∣

∣

∣

∣

L(Hλ,Hλ−α)
≤ cλ,νN

σ max{λ−α,|λ|,ν}ε (33)

(λ ≥ α, ν > 1
2),
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where the constant cλ,ν can be chosen boundedly in λ on any bounded

interval
[

α, λ0

]

, α ≤ λ0. The considerations in section 2.4.2 on the

complexity remain valid, with the notation adapted to the present

situation with perturbed data.

5.3. Approximate solution of noisy discrete Galerkin equations

Lemma 2. Suppose that an operator A satisfies (2)–(7), and more-

over suppose that

L ∼ Nσ, M ∼ N τ , σ, τ ∈
(

0, 1
)

.

Then the following estimate is satisfied,

∣

∣

∣

∣D + PMBL,d,εPM − A
∣

∣

∣

∣

L(Hµ,Hλ−α)

≤ cλ,µ(N−σ(d+µ−λ) +N−τ(β+µ−λ)) + cλ,νN
σ max{λ−α,|λ|,ν}ε (34)

(α ≤ λ ≤ µ, ν > 1
2),

cf. (32) for the definition of BL,d,ε. If additionally (9) holds, then

there exists an N0 and an ε0 > 0 such that for each integer N with

N ≥ N0, Nσ max{λ−α,|λ|,ν}ε ≤ ε0 for any α ≤ λ ≤ µ, (35)

the operator D+PMBL,d,εPM ∈ L
(

Hλ,Hλ−α
)

is an isomorphism for

any α ≤ λ ≤ µ, and

∣

∣

∣

∣

∣

∣
(D + PMBL,d,εPM)

−1
∣

∣

∣

∣

∣

∣

L(Hλ−α,Hλ)
≤ cλ (α ≤ λ ≤ µ). (36)
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Proof. Estimate (34) follows both from (33) and Lemma 1. The in-

verse stability (36) then immediately follows from (34) for µ = λ and

from Proposition 1.

In the sequel we suppose that the right-hand side f in equation (1)

satisfies (22), and instead of QNf only an approximation f δ
N is avail-

able:

f δ
N ∈ TN ,

∣

∣

∣

∣f δ
N −QNf

∣

∣

∣

∣

0
≤ δ||f ||µ−α for some 0 < δ ≤ δ0. (37)

Remark 4. The estimate in (37) is equivalent to

(

1

N

N
∑

j=1

∣

∣f δ
N

( j
N

)

− f
( j

N

)∣

∣

2

)1/2

≤ δ||f ||µ−α; (38)

thus condition (37) practically means that noisy grid values f δ
N

( j
N

)

,

j = 1, . . . , N , as well as an estimate (38) for the noise are given. △

Similar to (24) we next consider in a general setting approximate

solutions of the discrete Galerkin equations (D+PMBL,d,εPM)uN =

f δ
N : for η > 0 let u

[η,δ,ε]
N,L,d ∈ TN satisfy

∣

∣

∣

∣

∣

∣
(D + PMBL,d,εPM)u[η,δ,ε]

N,L,d − f δ
N

∣

∣

∣

∣

∣

∣

0
≤ η

∣

∣

∣

∣f δ
N

∣

∣

∣

∣

0
. (39)

The following proposition provides a basic error estimate.

Proposition 3. Suppose that an operator A satisfies (2)–(7), (9),

and let (22), (25), (26) be satisfied. Then there exists an N0 and
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an ε0 > 0 such that for each integer N satisfying (35) and for any

u
[η,δ,ε]
N,L,d ∈ TN satisfying (39) the following error estimate holds,

∣

∣

∣

∣u
[η,δ,ε]
N,L,d − u

∣

∣

∣

∣

λ
≤ cλ,µ(Nλ−µ +Nλ−α

(

η + δ
)

+Nσ max{λ−α,|λ|,ν}ε)||u||µ

(α ≤ λ ≤ µ),

where u ∈ Hµ denotes the solution of equation (1).

Proof. We estimate as follows,

∣

∣

∣

∣u
[η,δ,ε]
N,L,d − u

∣

∣

∣

∣

λ
≤ cλ

∣

∣

∣

∣

∣

∣
(D + PMBL,d,εPM)(u[η,δ,ε]

N,L,d − u)
∣

∣

∣

∣

∣

∣

λ−α

≤ cλ

(

η
(

N
2

)λ−α∣
∣

∣

∣f δ
N

∣

∣

∣

∣

0
+
∣

∣

∣

∣

(

D + PMBL,d,εPM

)

u−Au
∣

∣

∣

∣

λ−α

+
∣

∣

∣

∣f δ
N − f

∣

∣

∣

∣

λ−α

)

≤ cµ

(

(

N
2

)λ−α(η + δ) +Nλ−µ + Nσ max{λ−α,|λ|,ν}ε
)

||u||µ,

where the first estimate follows from the inverse stability (36) for

λ = 0, and the second estimate follows from the inverse property

(11) and (39). Finally, the third estimate is obtained from (34) and

the following calculations,

∣

∣

∣

∣f δ
N − f

∣

∣

∣

∣

λ−α
≤
∣

∣

∣

∣f δ
N −QNf

∣

∣

∣

∣

λ−α
+
∣

∣

∣

∣

(

I −QN

)

f
∣

∣

∣

∣

λ−α

≤ (N
2 )

λ−α∣
∣

∣

∣f δ
N −QNf

∣

∣

∣

∣

0
+ γµ−α(N

2 )
λ−µ

||f ||µ−α

≤
(

(N
2 )

λ−α
δ + γµ−α(N

2 )
λ−µ
)

||f ||µ−α

≤ cµ

(

(N
2 )

λ−α
δ + γµ−α(N

2 )
λ−µ
)

||u||µ,
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and

∣

∣

∣

∣f δ
N

∣

∣

∣

∣

0
≤
∣

∣

∣

∣f δ
N −QNf

∣

∣

∣

∣

0
+
∣

∣

∣

∣QNf
∣

∣

∣

∣

0
≤ δ||f ||µ−α +

∣

∣

∣

∣QNf
∣

∣

∣

∣

µ−α

≤
(

δ0 + γµ−α + 1
)

∣

∣

∣

∣f
∣

∣

∣

∣

µ−α
≤ cµ

∣

∣

∣

∣u
∣

∣

∣

∣

µ
.

This completes the proof.

As an immediate consequence of Proposition 3 we obtain the following

result.

Corollary 2. In the situation of Proposition 3 with η = cNα−µ, one

has

∣

∣

∣

∣u
[η,δ,ε]
N,L,d − u

∣

∣

∣

∣

λ
≤ cλ,µ(Nλ−µ + Nλ−αδ + Nσ max{λ−α,|λ|,ν}ε)||u||µ

(α ≤ λ ≤ µ).

5.4. The CGNR method for perturbed data

To the perturbed situation M = D + PMBL,d,εPM : TN → TN and

y := f δ
N considered here, the statements of section 4 can be applied.

Only the concluding error estimates in Remark 3 for the iterates have

to be modified; for example, the a posteriori stopping criterion (31)

in the current situation leads to the following error estimate,

||xν∗ − u||λ ≤ cλ,µ,ν(Nλ−µ + Nλ−αδ + Nσ max{λ−α,|λ|,ν}ε)||u||µ

(α ≤ λ ≤ µ).
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Especially,

||xν∗ − u||α ≤ cµ,ν(Nα−µ + δ +Nσ max{|α|,ν}ε)||u||µ (ν > 1
2). (40)

6. Numerical Experiments

6.1. Introductory remarks

In each of the following two sections 6.2 and 6.3 a specific equation

of the form Au = f is considered where the operator A fulfills the

conditions (2)–(7) for α = −1 and some β ≥ 1, and where the solution

u : R → R is the 1-periodic extension of the following function,

u(t) =



















1, if 0.25 ≤ t ≤ 0.75,

0, if 0 ≤ t < 0.25 or 0.75 < t ≤ 1,

(41)

and then

u ∈ Hµ, f ∈ Hµ+1 for each µ < 1
2 , but u 6∈ H1/2, f 6∈ H3/2. (42)

For each specific equation, different choices of N are considered, and

for each choice of N perturbed right-hand sides f δ
N ∈ TN are consid-

ered that satisfy the following condition,

∣

∣f δ
N

( j
N

)

− f
( j

N

)∣

∣ ≤ N−3/2||QNf ||3/2, j = 1, . . . , N,

i.e., (37)–(38) is valid for each µ = 1/2 − η for η > 0 arbitrarily

small, with corresponding noise level δ = cµN
−1−µ. The values of the
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function f = Au at the grid points in fact are computed numerically

with a high precision, and the values of the function f δ
N are chosen

such that f δ
N

( j
N

)

−f
( j

N

)

, j = 1, . . . , N , are uniformly and randomly

distributed in the interval
[

− η1, η1

]

, η1 = N−3/2||QNf ||3/2. We set

ε = 0, i.e., no noise in the model is considered.

We consider the following specific choices of N, M and L,

N = 2k, M = 2⌊4k/5⌋, L = 2⌈k/2⌉ (43)

for k = 5, 6, 7, 8, where ⌈x⌉ denotes the smallest integer bigger or

equal to a real number x. The relations (43) mean L ∼ N1/2 and

M ∼ N4/5 as N → ∞ so that M in fact satisfies (25), and in our

situation we may choose d = 2 for the asymptotical approximation.

The first iteration scheme under consideration is the CGNR method

(cf. section 3) applied to the equation MvN = f δ
N , with M =

D + PMBL,dPM : TN → TN as in section 4. According to the gen-

eral analysis presented in section 3, it is reasonable to terminate the

iteration at step ν =: ν∗ when

∣

∣

∣

∣Mxν∗ − f δ
N

∣

∣

∣

∣

0
≤ N−3/2||f δ

N ||0

is satisfied for the first time, where xν∗ denotes the ν∗-th iterate of the

CGNR method. The estimate (40) yields ||xν∗−u||−1 = O(N−1−µ) for

any µ < 1/2. Note that due to the second property in (42) one cannot
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conclude from (40) that the quotient ||xν∗−u||−1/N
−3/2 stays bounded

for experiments with different and increasingly ordered values of N .

On the other hand, however, due to the first properties in (42) it is

no surprise that these quotients stay bounded in our experiments.

For comparison we consider also GMRES which in our situation is

applied to the equation MvN = f δ
N , and the associated norm is

|| · ||0, i.e., the corresponding iterates x0, x1, . . . have the following

properties,

xν ∈ Kν(M, f δ
N),

∣

∣

∣

∣Mxν − y
∣

∣

∣

∣

0
= min

x∈Kν(M,fδ
N )

∣

∣

∣

∣Mx− y
∣

∣

∣

∣

0
, ν = 0, 1, . . . .

For an introduction to GMRES see, e.g., [4], [6] or [17].

Remark 5. We recall only two basic facts on GMRES: for each step

ν → ν + 1, GMRES requires only one matrix-vector multiplication

(while CGNR method needs two matrix-vector multiplications in each

iteration step), and secondly, in general no estimates for the speed

of convergence of GMRES are available. The latter means also that

no a priori estimates for the stopping criterion considered next are

available. △

For the approximations associated with GMRES the same stopping

criterion as for the CGNR method is applied, thus according to Corol-
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lary 1 we may expect similar error estimates as above which is con-

firmed by the numerical results to be presented in the sequel. As it

turns out, for each experiment with fixed period integral equation

and fixed N , GMRES practically needs approximately twice as much

steps as the CGNR method needs to to satisfy the stopping criterion,

thus the complexity associated with GMRES finally is approximately

the same as the complexity of the CGNR method (cf. Remark 5 on

the required matrix-vector multiplications in each step). All compu-

tations are performed in MATLAB on an IBM RISC/6000.

6.2. Symm’s integral equation for an ellipse

In the sequel we present the numerical results for Symm’s integral

equation, cf. Example 1, which is considered here for x(t) =
(

1
2 cos 2πt,

1
4 sin 2πt

)⊤
, t ∈ R, parametrizing a special ellipse Γ . Here we have

q = 1, a0 ≡ 0 and κ1 ≡ 1, thus remark 1 on the specific form of

the asymptotical approximation applies. Tables 1 and 2 contain the

results for the CGNR method and GMRES, respectively.
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Table 1. Numerical results for Symm’s integral equation for an ellipse, CGNR

method

N M L
˛

˛

˛

˛xν∗
− u

˛

˛

˛

˛

−1

˛

˛

˛

˛xν∗
− u

˛

˛

˛

˛

−1
/N−3/2 ν∗

32 16 4 4.05e–02 7.33 3

64 32 8 1.80e–02 9.22 3

128 64 8 7.98e–03 11.56 3

256 128 16 2.60e–03 10.66 4

Table 2. Numerical results for Symm’s integral equation for an ellipse, GMRES

N M L
˛

˛

˛

˛xν∗
− u

˛

˛

˛

˛

−1

˛

˛

˛

˛xν∗
− u

˛

˛

˛

˛

−1
/N−3/2 ν∗

32 16 4 4.06e–02 7.35 5

64 32 8 1.78e–02 9.11 6

128 64 8 8.03e–03 11.62 8

256 128 16 2.64e–03 10.81 10

6.3. A model problem

In the sequel we consider the following model problem, cf. [8] for a

similar example:

∫ 1

0
κ0(t− s)u(s) ds +

∫ 1

0
κ0(t− s)

a(t, s) − a(t, t)

a(t, t)
u(s) ds =

f(t)

a(t, t)
,

t ∈
[

0, 1
]

,
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with

κ̂0(n) =



















4

π

1

4n − 1
, if 0 6= n ∈ Z,

4

3π
, if n = 0,

a(t, s) = b(t) b(s), b(t) = 3 +
∑

06=k∈Z

2−4|k|eik2πt.

Here we have q = 0, with an asymptotical approximation correspond-

ing to A0 which is non-trivial. Tables 3 and 4 contain the results for

the CGNR method and GMRES, respectively.

Table 3. Numerical results for the model problem, CGNR method

N M L
˛

˛

˛

˛xν∗
− u

˛

˛

˛

˛

−1

˛

˛

˛

˛xν∗
− u

˛

˛

˛

˛

−1
/N−3/2 ν∗

32 16 4 3.81e–02 6.90 2

64 32 8 1.83e–02 9.37 2

128 64 8 7.77e–03 11.26 3

256 128 16 2.66e–03 10.89 3
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