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In this column, I will discuss some recent papers in online algorithms that appeared in 2016.
Quite a number of papers on online algorithms appeared during the year, and I have had to make a
selection; I am sure to have overlooked some papers. If I have unaccountably missed your favorite
paper and you would like to write about it or about any other topic in online algorithms, please
don’t hesitate to contact me!

1 Online packing and covering with convex objectives

In the most high-profile result of the year and (I assume) the one with the most authors (eleven),
Azar et al. [6] give a general framework for solving packing and covering problems with convex
objectives (instead of linear). This FOCS 2016 paper combines the results of three research groups
and allows many existing results to be unified, simplified and/or improved.

To begin with, this improves and generalizes previous results for problem classes such as mixed
packing covering LPs considered earlier [5]. The previous result for minimizing the maximum
constraint was a bound of O(logK log(dκγ)), where K is the number of objective functions, d is
the row-sparsity of the covering constraint matrix A, κ is the ratio between the maximum and
the minimum entries in the packing constraints, and γ is the ratio between the maximum and the
minimum entries in the covering constraints. This is now improved to an O(logK log d)-competitive
algorithm.

The authors show how to round the obtained fractional solutions online for specific optimization
problems, obtaining improved results for non-linear optimization problems considered recently in
machine scheduling, network routing, and combinatorial auctions. Examples of the problems it
applies to are social welfare maximiation with production costs, unrelated machine scheduling with
startup costs, capacity constrained facility location and online set cover with set requests.
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2 Steiner trees and Steiner forests

There is a long history of research into the problem of satisfying connectivity demands on a graph
while respecting given constraints, going back to the early seventies. There are many variations,
but probably the best known version is the Steiner tree problem, in which a set of vertices in a
graph need to be connected by a tree (a subset of the edges of the graph) of minimum weight. In
the online version, the graph is still given in advance, but the vertices which need to be connected
are given one by one.

On arbitrary graphs, a greedy (nearest neighbor) algorithm is O(log n)-competitive, where n is
the number of nodes. It is not possible to do better even on series-parallel graphs. In WAOA 2016,
Akira Matsubayashi [25] gives an 8-competitive deterministic algorithm for outerplanar graphs.
Previously, constant competitive algorithms were known only for trees and rings. The algorithm
works by not using the shortest path to connect a new node, but rather by finding a path that is
a constant times longer than the shortest path.

Degree-bounded Steiner forest problem A variation of the Steiner tree problem is to ask for
a tree of minimum degree which connects the vertices. In the more general degree-bounded Steiner
forest problem (DB-SF), the demands consist of vertex pairs, and the goal is to output a subgraph
(a forest) in which for every demand there is a path connecting the pair.

In SODA 2016, Dehghani et al. [17] initiate the study of the online version of this problem,
where connectivity demands appear over time and must be immediately satisfied. They show that
a greedy algorithm, which adds paths in such a way as to minimize the maximum load on vertices
of the new path, is O(log n)-competitive. The load of a vertex is defined as the degree of the
vertex in the currently selected solution divided by the degree bound of the vertex, which is given
in advance. Again, this algorithm is shown to be best possible, by proving that even randomized
algorithms for the Steiner tree problem cannot do better.

Edge-weighted degree-bounded Steiner forest The same paper also considers the edge-
weighted version (EW-DB-SF). The authors show that a (randomized) online algorithm cannot
be o(n)-competitive with respect to the maximum degree and o(n)-competitive with respect to
the weight at the same time. However, they also point out that this result does not rule out the
existence of a competitive algorithm if there is a bound on the edge weights. Indeed, in a followup
paper in ICALP 2016, Dehghani et al. [16] (a slightly expanded set of authors) show that it is
possible to be O(log3 n)-competitive with respect to the weight and O(log3 n log nρ)-competitive
with respect to the maximum degree. Here ρ is defined as the ratio between the maximum weight
and the minimum nonzero weight of any edge. It is possible to improve the competitiveness with
respect to the degree slightly, at the cost of a slightly worse ratio with respect to the weight. Of
course, given the above lower bound, it is unavoidable to have a dependence on ρ.

As mentioned above, Azar et al. [5], building on earlier work [3, 10], gave a framework for solving
fractional mixed packing and covering LPs, and this could be used to give a fractional solution with
polylogarithmic competitive ratio for EW-DB-SF. Dehghani et al. [16] note that doing the rounding
in an online manner seems very hard. The problem is that the underlying fractional solution may
change drastically in between two rounding steps.

Dehghani et al. circumvent this problem by formulating EW-DB-SF as an IP which has expo-
nential size but in which each variable occurs only once in the covering constraints. They then
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design a new integral algorithm for solving this restricted family of IPs, which may of course have
applications elsewhere. Their main result for this family is the following.

Theorem 1 [16] Given an instance of the online mixed packing/covering integer program, there
exists a deterministic integral algorithm with competitive ratio O(k logm), where m is the number
of packing constraints and k is the covering frequency of the IP.

Here the covering frequency is defined as the maximum over all variables of the number of covering
constraints that contains a given variable. They furthermore show that even randomized, fractional
algorithms cannot improve on this result.

3 Online scheduling

Several papers on online scheduling appeared last year. To begin with the last one, Böhm et al. [8]
considered the online packet scheduling problem, where packets of unit size arrive at a router
over time and need to be transmitted over a network link. Each packet has a weight and a deadline,
and the competitive ratio for this problem is somewhere between φ ≈ 1.618 [4, 13, 22] and 1.828 [19].
There has been no improvement in these bounds for ten years now.

A special case is that of s-bounded instances. Here each packet has a relative deadline of s
when it arrives, so it can only be scheduled in one of the first s slots after its arrival. The lower
bound of φ applies to this case as well, and a φ-competitive algorithm for 3-bounded instances was
given by Michael Goldwasser in this very column in 2010 [21]. Böhm et al. [8] improve upon this
result by giving a φ-competitive algorithm for 4-bounded instances.

The algorithm is a modification of the well-known Earliest Deadline First (EDF) algorithm,
which sometimes selects a packet that is lighter than EDF would select. Their algorithm uses
memory, by marking one pending packet under certain circumstances, and the authors leave it as
an open question whether this result can be achieved without memory.

It should be noted that even for s-bounded instances, no better upper bound than 1.828 is
known (for general s). This remains a fascinating open problem!

Machine minimization In SODA 2016, Chen, Megow and Schewior [11] gave an O(logm)-
competitive algorithm for the online machine minimization problem. Here the goal is to find a
feasible preemptive schedule for jobs with hard deadlines which arrive online on a minimum number
of machines. This is the first improvement on this problem since 1997, when Phillips et al. [26] gave
an O(log ∆)-competitive algorithm, where ∆ is the ratio between the maximum and the minimum
possible job size. The advantage of the new algorithm is that the result does not depend on ∆ and
that a competitive ratio of O(1) is achieved for laminar and agreeable instances.

The new result is achieved by deriving a new lower bound on the optimal solution value, which
relates the laxity and the number of jobs with intersecting time windows.

The same authors consider the power of migration in a followup paper [12] which appeared in
SPAA 2016. Here migration refers to continuing a job on a different machine after preempting
it. They show that an algorithm which is not allowed to use migration cannot be competitive as
a function of the number of machines, and must be Ω(n)-competitive. In contrast, if the online
machines are slightly faster than the offline machines, it is possible to be constant competitive with
regard to the number of machines needed.
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Resource augmentation In ESA 2016, Lucarelli et al. [24] consider the problem of minimizing
the total weighted flow time of jobs on unrelated machines where preemption is not allowed. This
problem is completely hopeless from an online perspective: even on a single machine, there is a
lower bound of Ω(

√
n), and no online algorithm with a performance guarantee is known.

However, the authors show that if you combine two kinds of resource augmentation, you can do
something even in this model. Specifically, you have to be able to reject some jobs, and you need
faster machines than the offline algorithm. This may seem like it makes the problem potentially
very easy for the online algorithm, but in fact the online algorithm only needs to be able to reject
some εr > 0 fraction (by weight) of the jobs and have machines that are 1 + εs as fast as the offline
machines, for some εs > 0. This is already enough to achieve a competitive ratio of O(1/(εsεr).
It is remarkable that a constant competitive ratio can be achieved using arbitrarily little resource
augmentation, albeit of two types.

Parallelizable jobs In SODA 2016, Agrawal et al. [1] consider the problem of minimizing the
total (or average) flow time for parallelizable jobs that are represented as directed acyclic graphs.
A scalable algorithm is one that achieves a competitive ratio of O(f(ε)) for some function f using
a speedup of 1 + ε. Agrawal et al. [1] show that the well-known LAPS algorithm is scalable and
achieves a competitive ratio of O(1/ε3).

The LAPS algorithm splits the processing power equally among the ε fraction of the jobs which
arrived last. Hence, it needs to know ε in order to run, and it is unclear how you would select this
value in practice. Moreover, giving a set of jobs equal processing time is hard to achieve in practice
with low overheads.

The authors therefore also consider a more practical algorithm, namely Shortest Job First (SJF).
This very simple and natural algorithm sorts jobs by original size (i.e., it ignores processing that
has been done on jobs) and gives the highest priority to the smallest jobs. They show that this
algorithm achieves only slightly worse results than LAPS, namely a competitive ratio of O(1/ε4) at
a speedup of 2+ε. This is the first greedy algorithm which is shown to perform well for parallelizable
jobs in the online setting.

Agrawal et al. [2] consider this scheduling problem further in SPAA 2016, this time with the
goal of minimizing the maximum flow time. They show that First In First Out is scalable with
competitive ratio O(1/ε). They also consider a work stealing algorithm called Admit First which is
shown to have a maximum flow time of O(max{OPT, log n}/ε2) at speed 1+ε with high probability.
Work stealing is a practical and efficient scheduler that is used in many parallel languages and
libraries.

For the version of the problem where the jobs have weight, the authors show that the algorithm
Biggest Weight First is scalable with a competitive ratio of O(1/ε2), which is optimal.

4 Various problems

Regarding online bin packing in one or more dimensions, let me just refer you to a new survey [14]
which has just come out and which gives a comprehensive overview of results up to and including
2016 (with references to one-dimensional results as well, despite the title).

In ESA 2016, there was a paper on online bipartite matching with advice [18], which has already
been discussed in a previous issue [9]. Let me just mention here one of their results, to show that
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this type of research can also lead to new results without advice: they show that using cn random
(not advice) bits, a competitive ratio which approaches 1− 1/e very quickly as c increases can be
achieved. This contrasts to the previous result by Karp, Vazirani and Vazirani in STOC 1990 [23]
which used Θ(n log n) bits to achieve (exactly) 1− 1/e.

Online pricing with impatient bidders In SODA 2016, Marek Cygan et al. [15] consider the
problem of setting prices for impatient bidders. There is an unlimited supply of identical items,
and bidders arrive and leave online. Impatient means that each bidder will buy an item as soon as
it is within their budget and if it is within their time interval. The goal is to maximize the total
revenue.

Somewhat surprisingly, it turns out to be irrelevant whether the auctioneer knows the deadline
of each bidder or not. With or without this knowledge, a competitive ratio of Θ(log h/ log log h)
can be achieved deterministically, and a ratio of Θ(log log h) can be achieved using randomization.
Here it is assumed that all budgets of bidders are in the range [1, h].

The way that these results are achieved is by reducing the problem to Veblen bidders. These
are bidders which will only buy an item if it reaches their desired price level exactly. If the item
becomes too cheap, they lose interest in the good! The authors note that there are many example
of Veblen goods, which are goods that people no longer buy if the price becomes too low. They
give smartphones as an example for some countries.

Veblen bidders are conceptually easier to handle, but the results that can be achieved with
them are tightly related to those for impatient bidders: you only lose a logarithmic factor when
going from Veblen bidders to impatient bidders. The paper gives a deterministic tight bound of
Θ(k/ log k) for Veblen bidders with k price levels, which translates to the result claimed above. This
algorithm makes a tradeoff between minimizing the revenue lost from bidders which lose interest
and maximizing the revenue in the current round.

For randomized algorithms, they give a tight bound of Θ(log k), which is achieved by reducing
the problem to the case where no new bidders arrive. This reduction requires randomized guessing
which increases the competitive ratio by a factor of O(log k), but the resulting problem can then
be solved with constant competitive ratio.

Online contention resolution schemes Finally, in the fifth paper on online algorithms in
SODA 2016, Moran Feldman et al. [20] introduced the concept of online contention resolution
schemes (OCRS), which have applications in many online selection problems, including Bayesian
online selection, oblivious posted pricing mechanisms, and stochastic probing models. Their frame-
work allows them to formulate the first constant-factor constrained oblivious posted price mecha-
nism for matroid constraints, and the first constant factor algorithm for weighted stochastic probing
with deadlines. Additionally, they give optimal guarantees, up to constant factors, for a class of
online submodular function maximization problems.

Multi-level aggregation Consider requests which arrive at the nodes of an edge-weighted tree
T . Requests are served by repeatedly selecting subtrees from T ; the cost of one such service is the
total weight of the selected subtree. The goal is to minimize the total waiting costs of all requests
plus the total cost of all service subtrees. This problem (MLAP) generalizes the well-known TCP
acknowledgment problem (which corresponds to trees of depth 1) and the joint replenishment
problem (trees of depth 2). In ESA 2016, Bienkowski et al. [7] give the first constant competitive
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online algorithm for trees of more than depth 2, with a competitive ratio of O(D42D) for trees
of depth D. This algorithm works for arbitrary waiting cost functions, including the variant with
deadlines.

For both results, the authors use a reduction of the general problem to the special case of trees
with fast decreasing weights. The algorithm is based on carefully constructing a sufficiently large
service tree whenever it appears that an urgent request must be served. The structure of the service
tree is exploited in an amortization argument.

Finally, the authors show that known lower bound techniques cannot be used to show any lower
bound above 4, and they consider the special case of the problem where T is a path.
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